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ABSTRACT

Multi-criteria test-suite minimization aims to remove redundant test cases from a test suite based on some criteria such as code coverage, while trying to optimally maintain the capability of the reduced suite based on other criteria such as fault-detection effectiveness. Existing techniques addressing this problem with integer linear programming claim to produce optimal solutions. However, the multi-criteria test-suite minimization problem is inherently nonlinear, due to the fact that test cases are often dependent on each other in terms of test-case criteria. In this paper, we propose a framework that formulates the multi-criteria test-suite minimization problem as an integer nonlinear programming problem. To solve this problem optimally, we programatically transform this nonlinear problem into a linear one and then solve the problem using modern linear solvers. We have implemented our framework as a tool, called Nemo, that supports a number of modern linear and nonlinear solvers. We have evaluated Nemo with a publicly available dataset and minimization problems involving multiple criteria including statement coverage, fault-revealing capability, and test execution time. The experimental results show that Nemo can be used to efficiently find an optimal solution for multi-criteria test-suite minimization problems with modern solvers, and the optimal solutions outperform the suboptimal ones by up to 164.29% in terms of the criteria considered in the problem.
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1 INTRODUCTION

Software testing plays an essential role in software development, providing a means to determine automatically whether a program behaves as expected. To ensure the correctness of a program as it evolves, engineers should perform regression testing on it to ensure that modified or introduced code does not break the program’s original functionality. To exercise new behaviors or detect newly discovered faults in software, test suites for regression testing are continuously expanded, and hence may become too large to execute in their entirety [29]. For example, a test suite for a system with about 20,000 source lines of code may require seven weeks to run [40]. Moreover, during the development of Microsoft Windows 8.1, more than 30 million test executions were performed [22]. Consequently, large test suites can make regression testing impractical.

To address this problem, several approaches for test-suite maintenance such as test-suite minimization, test-case selection, and test-case prioritization have been proposed [50]. Specifically, test-suite minimization aims to find the minimal subset of the original test suite which satisfies the same testing requirements [20]. Although an existing minimization technique may work well with respect to a single criterion, the capability of a minimized test suite may be severely compromised in terms of other criteria, such as fault-revealing power [39, 49]. As a result, a tester may consider multiple criteria when performing the reduction. For instance, she may want to generate a reduced suite with the same statement coverage and maximal fault-detection capability.

To accommodate multi-criteria test-suite minimization (MCTSM) problems, existing techniques [5, 23] model the problems as binary integer linear programming (ILP) problems. A binary ILP problem optimizes a linear objective function consisting of binary variables under a set of linear constraints [47]. By encoding test-case criteria (e.g., faults or statements covered by tests) as constraints or objective functions of a binary ILP problem, existing techniques claim that the computed solutions are optimal for the minimization problem [23]. However, an ILP formulation actually results in sub-optimal solutions, since the MCTSM problem is inherently nonlinear. The nonlinearity arises due to the fact that test cases are often dependent on each other in terms of test-case criteria. For example, consider the case where the goal of the test-suite minimization is to select test cases in a suite that (1) maximize the fault-detection effectiveness of the reduced suite and (2) maintain the same code coverage as the original unminimized test suite. In this example, simply selecting test cases that reveal more faults ignores the possibility of the same fault being revealed by multiple test cases, which our results indicate actually occurs often. To
ensure that test cases cover a \textit{diverse} number of faults, a nonlinear formulation of the test-suite optimization problem is required.

To deal with dependencies among test cases in a MCTSM problem, we formulate the problem as an integer nonlinear programming problem. To solve this problem optimally, we present a novel approach that programmatically transforms this nonlinear problem into a linear problem and then solves the problem using modern ILP solvers. We evaluate our proposed approach using a publicly available dataset of open-source projects [21]. Our experiments for bi-criteria test-suite minimization problems show that modeling the objective functions nonlinearly results in minimized test suites that, on average, cover more faults. For our experiments involving a tri-criteria problem, the test suites reduced by a nonlinear formulation always obtain superior statement coverage and fault-detection effectiveness, given an execution-time budget for the test suite.

The contributions of this paper are as follows:

- We propose the first approach for optimally solving MCTSM problems involving dependencies among test-case criteria. Our approach takes into account the inherent nonlinearity of the problem, unlike previous approaches that model the problem linearly.
- We implement a prototype tool, called Nemo (NonLinEar test suite Minimization), allowing testers to specify MCTSM problems. The tool programmatically transforms nonlinear problems into linear ones so that modern ILP solvers can be leveraged to compute optimal solutions. We also provide a version of Nemo that leverages nonlinear solvers.
- We conducted an empirical study in which the proposed approach is evaluated with a publicly available dataset of open-source projects.

The rest of this paper is organized as follows. Section 2 introduces background on ILP problems, particularly in the context of MCTSM, and provides a motivating example. We describe our novel approach for formulating MCTSM problems nonlinearly in Section 3 and its corresponding implementation in Section 4. We empirically evaluate Nemo in Section 5. Section 6 describes work related to Nemo. Section 7 concludes the paper.

## 2 BACKGROUND AND EXAMPLE

In this section, we discuss a motivating example to demonstrate that formulating MCTSM problems linearly may result in suboptimal solutions. An MCTSM problem is a multi-objective optimization problem in which the best subset of the original test suite is selected from available alternatives based on some minimization criteria. As a result, integer linear programming (ILP) for mathematical optimization can be adopted to model and solve the problem. Specifically, existing approaches [5, 23] formulate the MCTSM problem as a binary ILP problem. Such a problem tries to find the optimal value of a linear \textit{objective function} consisting of binary decision variables, which are restricted to be 0 or 1, while satisfying a set of linear (in)equality constraints, which we refer to as \textit{constraint criteria}. The objective function maximizes or minimizes one or more \textit{optimization criteria}. Although finding a solution for a binary ILP problem is NP-complete, some important subclasses of the problem are efficiently solvable by modern ILP solvers, due to recent algorithmic and implementation advances [47].

To aid in illustrating the encoding of an MCTSM problem into a binary ILP problem, consider the example in Table 1, which depicts a set of three test cases with each test case’s corresponding statement and fault coverage. In this example, the problem under consideration involves the following criteria: a constraint criterion $c_1$, i.e., maintaining the same statement coverage as the original test suite, and an optimization criterion $o_1$, i.e., maximizing the fault-detection effectiveness of the reduced suite.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Test cases</th>
<th>$t_1$</th>
<th>$t_2$</th>
<th>$t_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>stmt1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>stmt2</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>stmt3</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Faults</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$f_1$</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$f_2$</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$f_3$</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$f_4$</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

**Table 1: An example test suite with coverage and fault detection data**

We model the problem based on state-of-the-art formulations provided in previous work [5, 23]. First, we let a binary decision variable $t_i$ represent whether the $i$th test case is included in the reduced suite, i.e., each $t_i$ takes a 1 if the corresponding test case is selected, and 0 otherwise. Next, we model constraint criterion $c_1$, as follows, to ensure that every statement covered by the original suite is covered at least once by the reduced suite:

$$\sum_{i=1}^{|T|} c_{ij} t_i \geq 1, \ 1 \leq j \leq q$$

(1)

$|T|$ is the number of test cases in the test suite, and $q$ is the total number of distinct statements covered by the test suite. $c_{ij}$ is a binary variable indicating whether statement $stmt_j$ is covered by test case $t_i$. For the example test suite in Table 1, equation 1 becomes:

- $t_1 + t_2 \geq 1$
- $t_2 \geq 1$
- $t_2 + t_3 \geq 1$

We express the goal to minimize the test suite and optimization criterion $o_1$ as a linear objective function as follows:

$$\min \sum_{i=1}^{|T|} \epsilon(t_i) t_i$$

(2)

The minimum function tries to select the smallest subset of the original test suite. The function $\epsilon(t_i)$ models the capability of the test case $t_i$ to find faults, specifically the optimization criterion $o_1$. A test detecting more faults would have a smaller value returned by $\epsilon$, and thus more likely to be selected. $\epsilon$ is formulated as follows:

$$\epsilon(t_i) = (1 - w(t_i)), \quad w(t_i) = \frac{\sum_{j=1}^{m} v_{ij}}{m}$$

(3)

$m$ is the total number of distinct faults covered by the test suite. $v_{ij}$ is a binary variable indicating whether test case $t_i$ reveals fault $f_j$. In this formulation, $v_{ij}$ is 1 if $t_i$ reveals fault $f_j$, otherwise, $v_{ij}$ is 0. For the example test suite in Table 1, the values assigned by $\epsilon$ are shown in the equation below:

$$\min \sum_{i=1}^{3} \epsilon(t_i) t_i = (1 - \frac{1}{4})t_1 + (1 - \frac{3}{4})t_2 + (1 - \frac{3}{4})t_1$$

(4)
The formulated problem can then be solved by using an ILP solver. We refer to this approach as LF_LS (LinearFormulation LinearSolver), which models an MCTSM problem with a linear formulation and solves it with a linear solver. This is the approach that has been followed in prior work [3, 19, 23], including a general tool for test-suite minimization by Hsu and Orso, called MiNTS [23].

The optimal solution for this binary ILP problem is \( \{t_2, t_3\} \) with a minimal value of \( \frac{1}{2} \) under the constraints. However, from Table 1, we can see that \( \{t_2, t_3\} \) detects only three of the four faults (i.e., it misses fault \( s_2 \))—and hence is not the optimal solution for the minimization problem, which is actually \( \{t_1, t_2\} \). Note that \( \{t_1, t_2\} \) obtains a value of 1 for equation 4. The correct solution can not be computed by LF_LS, because the linear objective function tends to select test cases revealing more faults but not necessarily distinct faults. For example, once \( t_2 \) is selected, no further distinct faults can be revealed by \( t_3 \), but \( t_3 \) would still be selected because it reveals more faults than \( t_1 \) (i.e., three faults instead of just one). In fact, \( t_1 \) should be selected for the minimization problem instead of \( t_3 \) because \( t_1 \) reveals a fault distinct from the faults in \( t_2 \) and \( t_3 \).

Such dependencies among test cases cannot be encoded with a linear objective function; they must be encoded using a nonlinear objective function. Specifically, the test cases currently selected are dependent on the test cases previously selected. To model such dependencies among test cases, the optimization problem must be formulated in a manner such that the decision variables (i.e., \( t_i \)s in the previous equations) are multiplied with each other, making them inherently nonlinear. In the next section, we describe this formulation.

3 NONLINEAR PROBLEM FORMULATION

To nonlinearly model the MCTSM problem, we describe the problem more formally, illustrate how our nonlinear formulation models test-case dependencies and multiple objective criteria, and describe the manner in which we utilize linear solvers to optimally solve the nonlinear formulation of the problem.

3.1 Problem definition

To clarify our proposed idea, we formally define the MCTSM problem as follows:

**Given:**

1. A test suite \( T = \{t_1, t_2, ..., t_n\} \)
2. A set of constraint criteria \( C = \{c_1, c_2, ..., c_k\} \) which must be satisfied by \( T \)
3. A set of optimization criteria \( O = \{o_1, o_2, ..., o_l\} \), i.e., the criteria to be optimized by an objective function
4. A non-negative function \( \epsilon(t) \) that represents the significance of a test case \( t \in T \) with respect to the optimization criteria. \( \epsilon(t) \) is a weighted sum of functions indicating the capability of \( t \) with respect to each of the optimization criteria. For example, if the optimization criteria are \( o_1 \) maximizing fault detection effectiveness and \( o_2 \) minimizing test execution time, we can define \( \epsilon(t) \) as \( \epsilon(t) = \alpha_1 \epsilon_1(t) + \alpha_2 \epsilon_2(t) \). Here, \( \epsilon_1(t) \) represents the fault-detection capability of \( t \); \( \epsilon_2(t) \) represents the execution time of \( t \). Each factor \( \alpha \) is a weight prioritizing a criterion.

**Problem:** Find a minimum test suite \( T' \subseteq T \) such that

- (p1) \( T' \) satisfies \( C \)
- (p2) \( \forall t \in T' \) satisfying \( C \), \( |T'| \leq |T''| \)
- (p3) \( \forall t \in T' \) satisfies \( C \), \( |T'| \leq |T''| \)
- \( \forall t \in T' \) for some \( C \), \( \sum_{t \in T'} \epsilon(t) \geq \sum_{t \in T''} \epsilon(t) \)

This minimization problem is NP-complete, because it is in NP and can be reduced from the minimum set-covering problem in polynomial time [16].

To deal with dependencies among tests over multiple optimization criteria, we must formulate the criteria in a nonlinear fashion. Specifically, when our new formulation computes the capability of a test with respect to each optimization criterion, the formulation needs to consider if the criterion is satisfied by other selected tests. To that end, we alter equations 2-3 to account for (1) multiple optimization criteria and (2) dependencies among test cases over a specific optimization criterion using the following equation:

\[
\min \sum_{o \in O} a_o \sum_{i=1}^{T} \epsilon_o(t_i) t_i, \epsilon_o(t_i) = (1 - \tilde{w}_o(t_i))
\]  

\( o \in O \) is an optimization criterion; \( a_o \) is the assigned weight for \( o \); \( \epsilon_o(t_i) \) is a function computing the capability of a test case \( t_i \) in terms of a criterion \( o \). A novelty of our approach is that we consider dependencies among test cases in modeling \( \tilde{w}_o(t_i) \), which makes the formulation nonlinear (more details in Section 3.2). \( \tilde{w}_o(t_i) \) is a function computing the problem-specific significance of a test case and, thus, can be defined as needed for different criteria and minimization problems. For example, \( \tilde{w}_o(t_i) \) can model whether test case \( t_i \) identifies faults distinct from previously selected test cases. As another example, \( \tilde{w}_o(t_i) \) can model whether test case \( t_i \) covers the most frequently executing statements a certain number of times. We next illustrate an instantiation of \( \tilde{w}_o(t_i) \) for the fault-detection criterion from the example of Section 2.

3.2 Modeling test-case dependencies

In this subsection, we illustrate an instantiation of the proposed formulation for an MCTSM problem involving the two criteria from our motivating example: a constraint criterion \( (c_1) \) that maintains the same statement coverage as the original test suite, and an optimization criterion \( (o_1) \) that maximizes the fault-detection effectiveness of the reduced suite. Note that this instantiation involves a single constraint criterion and a single optimization criterion—even though our formulation can handle multiple constraint and optimization criteria—due to space limitations and to maximize readability of our nonlinear formulation. First, for optimization criterion \( o_1 \), we set the weight as one (i.e., \( a_1 = 1 \)) and assign the objective function using equation 5 as follows:

\[
\min \sum_{o \in O} a_o \sum_{i=1}^{T} \epsilon_o(t_i) t_i
\]  

\( = 1 \) \( \sum_{i=1}^{T} \epsilon_o(t_i) t_i \)  

\( = \sum_{i=1}^{T} (1 - \tilde{w}_o(t_i)) t_i \)  

Furthermore, to model dependencies among tests over \( o_1 \), i.e., fault-detection effectiveness, when calculating how many faults are revealed by a test, we have to consider if the faults are already revealed by selected tests. As a result, we can define \( \tilde{w}_o(t_i) \) as follows:

\[
\tilde{w}_o(t_i) = \frac{1}{|T|} \sum_{j=1}^{T} u_{ij} d_{ij}
\]  

\( d_{ij} = \prod_{t \in T} \left(1 - \mathbf{1}_{t \neq t_i} \right) \)
The above equation expresses the coefficient of \(T\) revealing \(f\) revealed by any other test case. As a result, the set of test cases in \(T\) is selected, \(d_{ij}\) evaluates to zero, which decreases (1) the value of \(\omega_0(t_i)\) contributed by \(t_i\) and \(f_j\), and (2) the likeliness of \(t_i\) being selected.

To illustrate the use of equations 8, 9, and 10, we apply it to the example in Table 1. In the example in Table 1, \(T = \{t_1, t_2, t_3\}\), and \(F = \{f_1, f_2, f_3, f_4\}\). Consequently, the objective function for this scenario is the following:

\[
\begin{align*}
\min & \sum_{o \in O} \sum_{t_i \in T} \epsilon_o(t_i) t_i \\
= & 1(\epsilon_{o_1}(t_1) t_1 + \epsilon_{o_2}(t_2) t_2 + \epsilon_{o_3}(t_3) t_3) \\
= & (1 - \omega_0(t_1)) t_1 + (1 - \omega_0(t_2)) t_2 + (1 - \omega_0(t_3)) t_3 \\
= & (1 - \frac{1}{4} \sum_{j=1}^{4} v_{ij} d_{ij}) t_1 + (1 - \frac{1}{4} \sum_{j=1}^{4} v_{ij} d_{ij}) t_2 + (1 - \frac{1}{4} \sum_{j=1}^{4} v_{ij} d_{ij}) t_3 \\
= & (1 - \frac{1}{4} \sum_{j=1}^{4} v_{ij} d_{ij}) t_1 t_2 t_3 \\
\end{align*}
\]

(14)

In the above formulation, test case \(t_1\) reveals fault \(f_4\), and \(f_4\) is not revealed by any other test case. As a result, the set of test cases revealing \(f_4\) (i.e., \(T_3\)) is \(\{t_1\}\), and the coefficient for \(t_1\) in equation 14 is expanded as follows:

\[

t_1 = (1 - \frac{1}{4} \sum_{j=1}^{4} v_{ij} d_{ij}) t_1 t_2 t_3 \\
= (1 - \frac{1}{4} v_{11} d_{11} + v_{12} d_{12} + v_{13} d_{13} + v_{14} d_{14}) t_1 t_2 t_3 \\
= (1 - \frac{1}{4}(0 d_{11} + 0 d_{12} + 0 d_{13} + 0 d_{14})) t_1 t_2 t_3 \\
= (1 - \frac{1}{4} d_{12}) t_1 t_2 t_3 \\
= (1 - \frac{1}{4}((1 - t_1)) t_1 t_2 t_3 \\
= (1 - \frac{1}{4}((1 - t_1)) t_1 t_2 t_3 \\
= (1 - \frac{1}{4} d_{12}) t_1 t_2 t_3 \\

\]

The above equation expresses \(t_1\) as independent of other test cases, since it reveals a fault that no other test case in the suite reveals.

Recall that test cases \(t_2\) and \(t_3\) reveal the same set of faults, i.e., \{\(f_1, f_2, f_3\)\}. As a result, the set of test cases revealing each of those faults are the same, i.e., \(T_1 = T_2 = T_3 = \{t_2, t_3\}\). Consequently, the coefficient of \(t_2\) in equation 14 is expanded as follows:

\[

t_2 = (1 - \frac{1}{4} \sum_{j=1}^{4} v_{ij} d_{ij}) t_2 t_3 \\
= (1 - \frac{1}{4} v_{21} d_{21} + v_{22} d_{22} + v_{23} d_{23} + v_{24} d_{24}) t_2 t_3 \\
= (1 - \frac{1}{4}(d_{21} + d_{22} + d_{23} + 0 d_{24})) t_2 t_3 \\
= (1 - \frac{1}{4} d_{23}) t_2 t_3 \\
= (1 - \frac{1}{4}((1 - t_2) + (1 - t_3) + (1 - t_3))) t_2 t_3 \\
= (1 - \frac{1}{4}((1 - t_2) + (1 - t_3) + (1 - t_3))) t_2 t_3 \\

\]

Note that the equation above shows an interaction or dependency between test cases \(t_2\) and \(t_3\), as represented by the multiplication of those two decision variables, clearly showing their formulation as nonlinear. Recall that this dependency is expected since both test cases detect the same set of faults.

Finally, due to test case \(t_3\) revealing the same faults as \(t_2\), the \(t_3\) coefficient of equation 14 can be expanded in a manner similar to that of \(t_2\):

\[

t_3 = (1 - \frac{1}{4} \sum_{j=1}^{4} v_{ij} d_{ij}) t_3 \\
= (1 - \frac{1}{4} v_{31} d_{31} + v_{32} d_{32} + v_{33} d_{33} + v_{34} d_{34}) t_3 \\
= (1 - \frac{1}{4}(1 d_{31} + 1 d_{32} + 1 d_{33} + 0 d_{34})) t_3 \\
= (1 - \frac{1}{4} d_{33}) t_3 \\
= (1 - \frac{1}{4}((1 - t_3) + (1 - t_3) + (1 - t_3))) t_3 \\
= (1 - \frac{1}{4}((1 - t_3) + (1 - t_3) + (1 - t_3))) t_3 \\

\]

For constraint criterion \(c_1\), we adopt constraints similar to those in equation 1 because all requirements of a constraint criterion (e.g., all statements) for \(c_1\) have to be satisfied (e.g. covered) at least once by the reduced suite:

\[
\sum_{i=1}^{\text{I}} \sigma_{ij} t_i \geq 1, \quad 1 \leq j \leq |c_1| \\
\]

\(|c_1|\) is the size of constraint criterion \(c_1\); \(\sigma_{ij}\) is a binary variable indicating whether \(t_i\) satisfies the \(j\)th requirement of \(c_1\) (e.g., the \(j\)th statement).

With the above objective function and constraints, the proposed formulation for Table 1 results in the following assignment for the optimization problem:

\[
\begin{align*}
\text{minimize:} & \quad (1 - \frac{1}{4} t_1 + (1 - \frac{1}{4}((1 - t_1) + (1 - t_2) + (1 - t_3))) t_2 \\
& \quad + (1 - \frac{1}{4}((1 - t_2) + (1 - t_3) + (1 - t_3))) t_1 \\
\text{under the constraints:} & \quad t_1 + t_2 \geq 1 \\
& \quad t_2 t_3 \geq 1 \\
& \quad t_2 + t_3 \geq 1 \\
\end{align*}
\]

With this nonlinear formulation, the optimal solution for integer nonlinear programming (INP) problem is \{\(t_1, t_2\)\} with a minimal value 1. This solution is the correct, optimal solution for the minimization problem. Note that the solution selected by the linear objective function in equation 3, i.e., \{\(t_1, t_2\)\}, obtains a value 2 using the nonlinear objective function; thereby it will not be selected as the final solution.

The above nonlinear formulation can be supplied directly to a nonlinear solver, which is an approach for solving an MCTS problem that we refer to as \(\text{NF}_{NS}\) (\text{NonlinearFormulation}_\text{NonlinearSolver}). However, utilizing nonlinear solvers does not guarantee optimal solutions [48], leading us to propose a different approach to solving the nonlinear formulation, as described in the next subsection.
3.3 Transformation to linear programming

There is no known efficient algorithm for solving an INP problem optimally other than trying every possible combination. Furthermore, for problems with non-convex functions (such as MCTSM), nonlinear solvers are not guaranteed to find an optimal solution [48], making NF_NS not necessarily optimal. As a result, instead of directly solving the nonlinear formulation, we investigated how to transform the nonlinear formulation into a linear one. A linear formulation can be solved optimally given the recent advances in ILP solver technology [48]. We refer to this approach of solving the nonlinear formulation using linear solvers as NF_LS (NonlinearFormulation_LinearSolver) and describe it in the remainder of this section.

To allow the use of linear solvers for NF_LS, we transform the nonlinear MCTSM problem into a linear one by introducing new “auxiliary” variables [7]. We demonstrate the approach using the instantiation of the MCTSM problem in Section 3.2. We introduce up to |F| × |T| new decision variables ¯vij defined as follows:

\[ \bar{v}_{ij} = v_{ij}d_{ij}t_i \]

\( \bar{v}_{ij} \) is a binary variable indicating whether a fault \( f_j \) is revealed by \( t_i \) or any other previously selected test case: \( \bar{v}_{ij} \) is 1 if \( t_i \) reveals \( f_j \) and is not revealed by the previously selected test cases, and 0 otherwise. Using the newly introduced variables, equation 8 can be rewritten as follows:

\[
\min \sum_{t_i \in T} \left( \frac{1}{|F|} \sum_{j \in F} \bar{v}_{ij} \right)
\]

Notice that in this formulation, decision variables \( t \) are no longer multiplied. However, the transformation has resulted in the introduction of new decision variables \( \bar{v} \). We add an additional set of constraints to the model to avoid having an unselected test case affect the minimized value of a solution. Specifically, \( \bar{v}_{ij} \) should be subject to the selection of \( t_i \), i.e., \( \bar{v}_{ij} \) matters only when \( t_i \) is selected, resulting in the following constraints:

\[
\bar{v}_{ij} \leq t_i, \quad \forall f_j \text{ revealed by } t_i
\]

These constraints illustrate that if a test case \( t_i \) is not selected, \( \bar{v}_{ij} \) is forced to be 0. However, if \( t_i \) is selected, \( \bar{v}_{ij} \) could be either 1 or 0, depending on whether \( f_j \) is revealed by the previously selected test cases.

In addition, we add constraints to make the selected test cases more diverse in terms of \( f_j \):

\[
\sum_{t_i \in T} v_{ij} \bar{v}_{ij} \leq 1, \quad 1 \leq j \leq |F|
\]

The constraints in (17) model our preference for selecting test cases revealing faults that are not revealed by the previously selected test cases: If a fault \( f_j \) is revealed by a selected test case \( t_i \) and its \( \bar{v}_{ij} \) is set to 1, then for all other test cases revealing \( f_j \), their \( \bar{v}_{ij} \) has to be 0. For example, for the constraint \( \bar{v}_{21} + \bar{v}_{31} \leq 1 \) obtained from equation 17, where \( v_{21} = v_{31} = 1 \), only \( t_2 \) or \( t_3 \) can be selected but not both.

To illustrate the proposed transformation (i.e., the objective function in equation 15 and additional constraints in equation 16 and 17), we apply it to the example of Table 1 (i.e., \( T = \{ t_1, t_2, t_3 \} \)), and transform the nonlinear formulation discussed in Section 3.2 to the following assignment:

\[
\begin{align*}
\text{minimize:} & \quad (t_1 - \frac{1}{4}v_{14}) \\
+ & \quad (t_2 - \frac{1}{4}(v_{21} + v_{22} + v_{23})) \\
+ & \quad (t_3 - \frac{1}{4}(v_{31} + v_{32} + v_{33})) \\
\text{under the constraints:} & \\
& \quad t_1 + t_3 = 1 \quad \text{(original)} \\
& \quad t_2 \geq 1 \quad \text{(original)} \\
& \quad t_2 + t_3 = 1 \quad \text{(original)} \\
& \quad v_{14} \leq t_1 \quad \text{(from 16)} \\
& \quad v_{21} \leq t_2, \quad v_{22} \leq t_2, \quad v_{23} \leq t_2 \quad \text{(from 16)} \\
& \quad v_{31} \leq t_3, \quad v_{32} \leq t_3, \quad v_{33} \leq t_3 \quad \text{(from 16)} \\
& \quad v_{21} + v_{31} \leq 1 \quad \text{(from 17)} \\
& \quad v_{22} + v_{32} \leq 1 \quad \text{(from 17)} \\
& \quad v_{23} + v_{33} \leq 1 \quad \text{(from 17)} \\
& \quad v_{14} \leq 1 \quad \text{(from 17)}
\end{align*}
\]

Notice that the decision variables are no longer multiplied in the objective function, making the formulation linear, while still solving the nonlinear problem. The optimal solution for this transformed linear problem is \( \{ t_1, t_2, v_{14}, v_{21}, v_{22}, v_{23} \} \) with a minimal value 1. This minimal value is identical to the optimal value for the untransformed nonlinear problem. The computed solution for the minimization problem (i.e., \( \{ t_1, t_2 \} \)) is also the optimal solution.

Optimality of NF_LS. NF_LS yields the optimal solution. The usage of auxiliary variables to transform a nonlinear problem formulation to a linear one is well studied in the literature and has been proven to generate an equivalent formulation [7, 48]. After transforming the nonlinear MCTSM problem to an instance of an ILP problem, the optimal solution can be found by leveraging modern solvers. Note that the MCTSM problem is known to be NP-complete, which means that an optimal solution cannot be found in polynomial time. However, that does not preclude modern solvers from finding optimal solutions through utilization of branch and bound and other algorithmic advancements for sizable problems [48]. That is, ILP solvers do not guarantee to return a solution within a time limit, but guarantee that the returned solution is optimal.  

4 IMPLEMENTATION

Figure 1 depicts our framework for solving the MCTSM problems as implemented in our tool, called Nemo. The tool takes test-related data and a configuration as input. Test-related data includes the original test suite and the corresponding coverage data such as statement and fault coverage of the test suite. In the configuration file, users can specify the optimization and constraint criteria. Users can also specify which of the three approaches (i.e., LF_LS, NF_NS, and NF_LS) should be used in the minimization of the test suite.

The Formulator component takes the input and expresses the minimization problem as an integer programming problem. Formulator is capable of representing the problem as either linear or nonlinear, as well as transforming the nonlinear formulation into a linear form. The output model can then be fed into external solvers.
We assess three approaches for solving the MCTSM problem: LF_LS, well-known GNU software and widely used in software testing and debugging research [6, 11, 21, 27, 38]. Each subject program in the original dataset has five versions; we selected the latest version of each program for our experiments. Table 2 depicts the following detailed pieces of information about our subject programs: the selected version, a description of the program, its size (LOC), and the number of tests and faults available with each version.

**Test suites:** Each subject program in [21] comes with a test suite and a set of faults. We augmented available test suites with additional tests, since their coverage of the subject apps’ core functions were low (i.e., average coverage was below 48%), and can result in test suites that do not comprehensively test the subject programs. To that end, we used KLEE [8] to ensure that subject test suites achieve a coverage higher than 60% on average for the core functions. To measure statement coverage of test suites, we used gcov [17].

**Faults:** The original dataset [21] includes a set of faults for each test suite. These faults are generated by injecting mutants and purified by removing equivalent and duplicate mutants using Trivial Compiler Equivalence [37] (TCE), a scalable and effective approach to find equivalent and duplicate mutants that compares the machine code of compiled mutants. We followed the same technique to generate additional unique mutants for the newly generated tests added to the dataset.

**Minimization problems:** We compare the minimization techniques using the following three minimization problems: classic bi-criteria, variant bi-criteria, and tri-criteria. A classical bi-criteria test-suite minimization problem minimizes the test suite such that statement coverage of the original test suite is maintained, while maximizing its fault-detection ability. The variant bi-criteria problem is a classic bi-criteria problem whose segments of code (e.g., specific API calls, methods, or classes) are more important than others, and thereby need to be covered multiple times. Examples of scenarios where covering the same code segment multiple times are important include energy testing [24], performance testing, or field-failure reproduction [27]. The tri-criteria problem is a multi-criteria minimization problem where the minimized test suite needs to satisfy a budget constraint, while maximizing the statement coverage and fault-detection ability of the test suite. Since available time for regression testing is often an important constraint [35, 46, 51], we consider execution time as the budget in our evaluation. Note that for these two optimization criteria, i.e., statement coverage and fault detection, NF_NS and NF_LS model dependencies among specific API calls, methods, or classes) are more important than others, and thereby need to be covered multiple times. Examples of scenarios where covering the same code segment multiple times are important include energy testing [24], performance testing, or field-failure reproduction [27]. The tri-criteria problem is a multi-criteria minimization problem where the minimized test suite needs to satisfy a budget constraint, while maximizing the statement coverage and fault-detection ability of the test suite. Since available time for regression testing is often an important constraint [35, 46, 51], we consider execution time as the budget in our evaluation. Note that for these two optimization criteria, i.e., statement coverage and fault detection, NF_NS and NF_LS model dependencies among test cases, while LF_LS does not. The weights for both optimization criteria are the same in our experiments.

**Solvers:** We used CPLEX [13] and Couenne [12] as linear and nonlinear solvers, respectively. For a fair performance comparison of different solvers, we used these solvers on NEOS [14], a free web service for solving numerical optimization problems.

### 5.2 RQ1: NF_LS vs. LF_LS

We assess the effectiveness and performance of each approach in terms of the three MCTSM problems described in Section 5.1.

#### Effectiveness

We measured the effectiveness of each minimization technique in terms of the size of reduced suites (#T) and corresponding fault-detection ability, i.e., the number of faults detected (#F). For our experiments, the same set of faults for each subject program is used to evaluate the fault-detection ability of the reduced suites, because the main objective of our evaluation is to show that the non-linear formulation of the MCTSM problem can produce
Table 3: Effectiveness of different methods modeling the classic bi-criteria problem. %: the percentage improved by NF_LS compared to LF_LS and NF_NS

<table>
<thead>
<tr>
<th>Methods</th>
<th>Programs</th>
<th>Grep</th>
<th>Flex</th>
<th>Sed</th>
<th>Make</th>
<th>Gzip</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Original)</td>
<td></td>
<td>746</td>
<td>54</td>
<td>605</td>
<td>37</td>
<td>324</td>
</tr>
<tr>
<td>LF_LS</td>
<td></td>
<td>59</td>
<td>29</td>
<td>44</td>
<td>28</td>
<td>12</td>
</tr>
<tr>
<td>NF_LS</td>
<td></td>
<td>59</td>
<td>36</td>
<td>44</td>
<td>32</td>
<td>12</td>
</tr>
<tr>
<td>NF_NS</td>
<td></td>
<td>n/a</td>
<td>n/a</td>
<td>44</td>
<td>32</td>
<td>12</td>
</tr>
<tr>
<td>% NF_LS over LF_LS</td>
<td></td>
<td>0%</td>
<td>24.14%</td>
<td>0%</td>
<td>14.29%</td>
<td>0%</td>
</tr>
<tr>
<td>% NF_LS over NF_NS</td>
<td></td>
<td>n/a</td>
<td>n/a</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
</tbody>
</table>

Table 4: Average Jaccard Similarity of the fault sets revealed by the test cases covering the same set of statements

<table>
<thead>
<tr>
<th>Program</th>
<th>Grep</th>
<th>Flex</th>
<th>Sed</th>
<th>Make</th>
<th>Gzip</th>
</tr>
</thead>
<tbody>
<tr>
<td>Similarity</td>
<td>0.8594</td>
<td>0.5762</td>
<td>0.9804</td>
<td>0.9219</td>
<td>1.0000</td>
</tr>
</tbody>
</table>

That program approaches 1. This effect occurs since tests covering the same statements also cover increasingly similar faults. As the average similarity approaches 0, the nonlinear formulation performs more effectively, i.e., tests covering the same statements cover increasingly different faults.

Table 4 shows the Jaccard similarity calculated for each subject program. To obtain these results, we first calculated the similarity between each pair of test cases in the same cluster. We then computed the average similarity among all pairs within a cluster. For Gzip, the similarity is 1, and the nonlinear formulations obtain no improvement in the number of faults revealed, as shown in Table 3. However, in the case of Grep, the average similarity among all clusters is 0.8594, the lowest similarity among all programs, and also obtains the greatest improvement in the number of faults revealed, as shown in Table 3. Note that the effectiveness of the nonlinear formulation is also influenced by other factors (e.g., total number of faults) and hence cannot be solely predicted by fault similarity.

For the variant bi-criteria problem, the goal is to maximize the fault-detection ability of the reduced suite, while maintaining the same statement coverage. Additionally, we selected the top 10% of statements executed most frequently to identify the potentially most important statements to execute. For each of these statements, we forced them to be executed at least 10% of the number of times they were executed by the entire test suite. Table 5 shows the effectiveness of different minimization techniques on the variant bi-criteria problem. These results demonstrate that NF_LS’s test suites have a superior fault-detection ability than LF_LS’s test suites for all subject programs. Specifically, the reduced suites of NF_LS detected 17% more faults on average than the suites of LF_LS without increasing the size of the test suite.

For the tri-criteria problem, we formulated the problem to constrain the sizes of the reduced suites to 5%, 10%, 15%, and 20%, and to maximize the statement coverage and fault-detection effectiveness with the same weights. Given that even test suites of only 20KLOC a solution that is superior to its linear formulation. By comparing the solutions produced from approaches using the same exact version of software, faults, and coverage information, we are able to unequivocally show the superiority of non-linear formulation to linear formulation in a controlled setting.

Table 3 shows the effectiveness of different minimization techniques for solving the classic bi-criteria problem. These results demonstrate that NF_LS achieves an equal or greater fault-detection ability compared to LF_LS and the same test-suite size. More specifically, the minimized suites of NF_LS detected 13% more faults on average than those of LF_LS without compromising test-suite size.

We observed that the improvements achieved by NF_LS vary among different subject programs. Intuitively, for an MCTSM problem, NF_LS works better than LF_LS if test cases for the same constraint criterion (e.g., covering the same statement) satisfy an optimization criterion in a different way (e.g., revealing different faults). For instance, in the example of Table 1, t1 and t2 both cover stmt1, but reveal different faults (f1 for t1; f1, f2, and f3 for t2). As a result, this difference in fault-revealing ability can be identified by the nonlinear formulation when it selects a test case for covering stmt1 in the minimization process.

To investigate the aforementioned property in our experimental dataset, we clustered test cases by the statements they covered for each subject program. Then, we calculated average similarity of faults revealed among the tests in the same cluster, using the Jaccard similarity metric [25]. Jaccard formulates the similarity between two sets, A and B, as follows:

\[ J(A, B) = \frac{|A \cap B|}{|A \cup B|} \]

In our experiments, A and B are two sets of faults covered by two tests within the same cluster. For example, suppose tests t1 and t2 cover the same set of statements, causing the tests to be clustered together. If execution of t1 reveals A = \{f1, f2\}, and t2 reveals B = \{f2, f3\}, the Jaccard similarity for these two tests are computed as J(A, B) = \frac{1}{2}.

For a given program, effectiveness of the nonlinear formulation will degrade as the average similarity among all clusters in
Table 5: Effectiveness of different methods modeling the variant bi-criteria problem. %: the percentage improved by NF_LS compared to LF_LS and NF_NS

<table>
<thead>
<tr>
<th>Size</th>
<th>Programs</th>
<th>Grep</th>
<th>Flex</th>
<th>Sed</th>
<th>Make</th>
<th>Gzip</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Original)</td>
<td>746</td>
<td>54</td>
<td>605</td>
<td>37</td>
<td>324</td>
<td>25</td>
</tr>
<tr>
<td>LF_LS</td>
<td>80</td>
<td>38</td>
<td>66</td>
<td>33</td>
<td>32</td>
<td>22</td>
</tr>
<tr>
<td>NF_LS</td>
<td>80</td>
<td>54</td>
<td>66</td>
<td>37</td>
<td>32</td>
<td>25</td>
</tr>
<tr>
<td>NF_NS</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>% NF_LS over LF_LS</td>
<td>0%</td>
<td>42.11%</td>
<td>0%</td>
<td>12.12%</td>
<td>0%</td>
<td>13.64%</td>
</tr>
<tr>
<td>% NF_LS over NF_NS</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
</tr>
</tbody>
</table>

* n/a: the solver timed out after eight hours

Table 6: Effectiveness of different methods modeling the tri-criteria problem. %: the percentage improved by NF_LS compared to LF_LS

<table>
<thead>
<tr>
<th>Size constraint</th>
<th>Programs</th>
<th>Grep</th>
<th>Flex</th>
<th>Sed</th>
<th>Make</th>
<th>Gzip</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Original)</td>
<td>14099</td>
<td>324</td>
<td>80</td>
<td>43608</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>LF_LS</td>
<td>1565</td>
<td>n/a</td>
<td>0%</td>
<td>n/a</td>
<td>0%</td>
<td>n/a</td>
</tr>
<tr>
<td>NF_LS</td>
<td>0%</td>
<td>80</td>
<td>530</td>
<td>66</td>
<td>37</td>
<td>17</td>
</tr>
<tr>
<td>NF_NS</td>
<td>1</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>0%</td>
<td>n/a</td>
</tr>
<tr>
<td>% NF_LS over LF_LS</td>
<td>0%</td>
<td>80</td>
<td>530</td>
<td>66</td>
<td>37</td>
<td>17</td>
</tr>
<tr>
<td>% NF_LS over NF_NS</td>
<td>0%</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>0%</td>
<td>n/a</td>
</tr>
</tbody>
</table>

* n/a: the solver timed out after eight hours

Table 7: Performance of different methods modeling the classic bi-criteria problem

<table>
<thead>
<tr>
<th>Methods</th>
<th>Programs</th>
<th>Grep</th>
<th>Flex</th>
<th>Sed</th>
<th>Make</th>
<th>Gzip</th>
</tr>
</thead>
<tbody>
<tr>
<td>LF_LS</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>NF_LS</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>NF_NS</td>
<td>n/a</td>
<td>1708</td>
<td>21854</td>
<td>20</td>
<td>2813</td>
<td>n/a</td>
</tr>
</tbody>
</table>

* n/a: the solver timed out after eight hours

Table 8: Performance of different methods modeling the weighted bi-criteria problem

<table>
<thead>
<tr>
<th>Methods</th>
<th>Programs</th>
<th>Grep</th>
<th>Flex</th>
<th>Sed</th>
<th>Make</th>
<th>Gzip</th>
</tr>
</thead>
<tbody>
<tr>
<td>LF_LS</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>NF_LS</td>
<td>n/a</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>NF_NS</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>530</td>
<td>n/a</td>
</tr>
</tbody>
</table>

* n/a: the solver timed out after eight hours

Table 9: Performance of different methods modeling the tri-criteria problem with a 10% size constraint

<table>
<thead>
<tr>
<th>Methods</th>
<th>Programs</th>
<th>Grep</th>
<th>Flex</th>
<th>Sed</th>
<th>Make</th>
<th>Gzip</th>
</tr>
</thead>
<tbody>
<tr>
<td>LF_LS</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>NF_LS</td>
<td>14099</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

of NF_LS and LF_LS for the tri-criteria problem comes from the higher complexity of the problem compared with the first two minimization problems. While those two problems have a single optimization criterion (i.e., maximizing fault-detection ability), the tri-criteria problem has an additional optimization criterion (i.e., maximizing statement coverage). To solve this significantly more complex problem, auxiliary variables in the range of hundreds of thousands were introduced in NF_LS because there are thousands of
statements for the subject apps. Nevertheless, the optimal solution found by NF_LS for this tri-criteria problem, as shown in Table 6, vastly outperforms the solution found by LF_LS. For Gzip under a 10% size constraint, LF_LS solved the problem within a second, while NF_LS took about 26 minutes. However, the suite reduced by NF_LS executed 159% more statements and 124% more faults than the suite reduced by LF_LS.

Although NF_LS takes longer to produce a solution, the approach produces immensely improved solutions. For instance, testers may run NF_LS for a few minutes to hours rather than a few seconds in the case of LF_LS, but they obtain a solution that reveals much more faults with fewer tests which, in turn, can save engineers’ time and effort from having to examine and run more tests.

5.3 RQ2: NF_LS vs. NF_NS

Similar to the previous RQ, we compared NF_LS and NF_NS in terms of effectiveness and performance. We further discuss the advantages or disadvantages of selecting among the two nonlinear approaches, based on our empirical results.

Effectiveness. Table 3 shows that, for the classic bi-criteria problem, NF_NS was able to find the optimal solutions for only three subject programs—Flex, Sed, and Make. The solver timed out after eight hours for Grep, and returned a suboptimal solution for Gzip. Table 5 further shows that, for the variant bi-criteria problem, NF_NS only found the optimal solution for Make, and the solver timed out after eight hours for other subject programs. We do not report the effectiveness of NF_NS for the tri-criteria problem, because we were not able to use NEOS to solve it due to the size limitation of NEOS for uploaded files. The reported results indicate that, as expected, the nonlinear solver is not guaranteed to find an optimal solution for the nonlinear formulation if the objective function is non-convex \[48\]. However, NF_LS can optimally solve MCTSM problems formulated nonlinearly.

Performance. For the classic bi-criteria problem, Table 7 shows NF_NS takes much longer time to solve the problem than NF_LS. While NF_LS solved the problem within a second for all subject apps, the solver used by NF_NS timed out for Grep, and took from 20 seconds to six hours to finish. For the variant bi-criteria problem, Table 8 indicates that NF_NS was able to finish only for Make, and the solver timed out for other subjects. The results indicate that, off-the-shelf nonlinear solvers cannot solve MCTSM problems in a timely manner, which confirms the need to transform the nonlinear problem formulation to a linear one. Overall, NF_LS is superior to NF_NS in terms of both effectiveness and performance.

5.4 RQ3: Scalability

Given NF_LS’s superior performance over NF_NS, we focus on studying the scalability of NF_LS. Specifically, we investigate the manner in which NF_LS scales with respect to the size of subject programs and test suites. Intuitively, the time NF_LS takes to solve a minimization problem depends on the complexity of the formulated model, in terms of the number of decision variables and constraints. This complexity is determined by the characteristics of the problem (e.g., number of test cases, requirements, and criterion entities).

We conducted a sensitivity analysis of NF_LS on the tri-criteria problem, i.e., the most complicated problem in our evaluation. For each program, starting from the size of 20% of the test suite, we gradually increased the size of test suites to 100%, and reported (1) the number of variables in the formulation, and (2) the execution time for solving the problem. We repeated the experiments 30 times and reported the average with a 95% confidence interval.

Figure 2 depicts the relation between the size of a test suite and the number of variables used in the problem formulation. While the number of variables range in the hundreds of thousands for each problem, the number grows linearly, as does the size of the test suite.

Figure 3 depicts the relation between the size of a test suite and solver execution time. As the size of a test suite grows linearly, the time required to find an optimal solution increases exponentially. Nevertheless, NF_LS is optimal, and can be adopted to compute optimal solutions as efficiently as LF_LS for simpler MCTSM problems, such as the classic bi-criteria and variant bi-criteria problems, and optimally solves practical, complex problems, such as the tri-criteria problem, in a reasonable amount of time.

6 RELATED WORK

Single-criterion test-suite minimization problem. A significant number of previous studies have examined obtaining the minimal subset of the original test suite that satisfies the original test requirements \[9, 10, 20, 28, 32, 36, 45\]. Chvatal \[10\] proposes a classical greedy heuristic that iteratively selects test cases covering most unsatisfied requirements until all requirements are covered. Harrold et al. \[20\] present a greedy heuristic that considers the testing sets that satisfy each test requirement, and repeatedly selects test cases from the testing sets with minimal cardinality. Chen and Lau \[9\] propose another heuristic that identifies two special kinds of test cases from the original suite: essential and 1-to-1 redundant. The approach iteratively picks essential, removes 1-to-1 redundant,
Multi-criteria test-suite minimization problem. While previous approaches can be adopted to efficiently find a solution, a major concern of single-criterion minimization is that minimizing a test suite could severely compromise its ability to reveal faults. To account for additional criteria, such as fault-detection capability, several approaches have been developed that consider additional information including hybrid combinations of different coverage criteria in the minimization process and generating a reduced suite which has better effectiveness with respect to various criteria, such as fault detection and energy consumption.

With respect to improving fault-detection effectiveness of the reduced suite, a few techniques are heuristics-based. Jeffery and Gupta [26] propose a heuristic that selectively picks redundant test cases for the reduced suite by using additional coverage information. A heuristic by Lin and Huang [31] uses an additional testing criterion to break ties in the minimization process.

In addition to the heuristics, ILP is adopted to compute solutions for the problem. Black et al. [5] formulate the problem as a binary ILP model. They directly take the fault-revealing ability of test cases into account, encode it into the objective function, and compute a solution for the problem using an ILP solver. Hao et al. [19] collect statistics on fault-detection loss at the statement level, and encode the information into the constraints of the formulated ILP model to control the fault-detection loss of the reduced suite.

Another set of previous work considers other aspects of minimizing a test suite while maximizing its fault-detection capability. This work includes using different coverage criteria such as call-stack coverage [33], adopting different reduction algorithms [42, 44]—or applying techniques such as delta-debugging [18], non-adequate reduction [4] (i.e., only a certain percentage of the original coverage is retained), or a combination of test reduction and selection [43]. Other work also addresses the trade-offs specific for reused software [34] and an industrial system [15].

With respect to criteria other than fault-revealing capability, Li et al. [30] take energy consumption of test cases into consideration, and adopt an integer programming approach to generate minimized test suites which are energy-efficient for post-deployment testing on embedded systems. Similarly, Jabbarvand et al. [24] propose an integer programming approach as well as a greedy algorithm to minimize test suites while trying to maintain the capability of the reduced suites to reveal energy bugs.

Unlike Nemo, all of these MCTSM approaches focus on specific bi-criteria problems and do not allow testers to specify a wide range of MCTSM problems, cannot compute optimal solutions for them, and cannot deal with dependencies between test cases over any testing criteria.

Hsu and Orso [23] proposed MINTS, a framework for MCTSM, that is able to accommodate an arbitrary number of objectives and provides flexibility for testers to combine, weight, and prioritize their objectives. Recall that LF_LS is a re-implementation of MINTS, since the original implementation uses outdated solvers and does not scale to our experimental dataset (see Section 5). Their approach formulates the problem as one or more ILP problems, in which the test requirements are encoded as constraints, and the objectives can be either associated as weights in objective functions, or prioritized as invocation orders of ILP problems. While their work focuses on a generalized approach for MCTSM, their problem formulation is linear, which, as shown both in theory (Section 2) and empirically (Section 5) in this paper, produces sub-optimal solutions, due to the inability to model dependencies among test cases over specified criteria, which must be modeled nonlinearly.

7 CONCLUSION AND FUTURE WORK

Multi-criteria test-suite minimization techniques help reduce the cost of regression testing by removing redundant tests based on some criteria, while trying to optimally keep the capability of the reduced suite in terms of other criteria. All of the existing approaches suffer from at least one of the two shortcomings discussed in this paper: (1) they either use heuristic algorithms or ignore test-case dependencies among minimization criteria, and hence generate approximate or suboptimal solutions; and (2) they handle minimization problems involving only limited and pre-specified criteria.

In this paper, we proposed a general framework for the multi-criteria test-suite minimization problem. Our approach takes into account the inherent nonlinearity of the problem, and models it using integer nonlinear programming. To solve the nonlinear formulation optimally, we developed a technique that programmatically transforms it to a linear form, so that modern ILP solvers can be leveraged. We have implemented our approach as a tool, called Nemo, and empirically evaluated it. Our experimental results show that Nemo can be used to find optimal solutions for several minimization problems within a reasonable time. Nemo was able to produce reduced test suites that could execute up to 159% more statements and detect 124% more faults than those produced using prior work.

An interesting direction for future work is to investigate applicability of our approach in other test maintenance activities, such as test selection and prioritization. We also plan to conduct experiments involving more complex criteria, such as MC/DC, to assess the effectiveness of a nonlinear approach in satisfying such criteria in test-suite minimization. Finally, we plan to empirically evaluate the fault-detection ability of the reduced test suites when executed on previously unseen faults.
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