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Abstract. In distributed and mobile environments, the connections among
the hosts on which a software system is running are often unstable. As a result
of connectivity losses, the overall availability of the system decreases. The
distribution of software components onto hardware nodes (i.e., the system’s
deployment architecture) may be ill-suited for the given target hardware en-
vironment and may need to be altered to improve the software system’s avail-
ability. The critical difficulty in achieving this task lies in the fact that deter-
mining a software system’s deployment that will maximize its availability is
an exponentially complex problem. In this paper, we present a fast approx-
imative solution for this problem, and assess its performance. In addition to
significantly improving availability, our solution, in general, also reduces the
overall interaction latency in the system. We evaluate our solution on a large
number of automatically generated application scenarios.

1 Introduction

The emergence of mobile devices, such as portable computers, PDAs, and mobile
phones, and the advent of the Internet and various wireless networking solutions make
computation possible anywhere. Applications involving these mobile devices are
highly dependent on the underlying network. Unfortunately, network connectivity fail-
ures are not rare: mobile devices face frequent and unpredictable connectivity losses
due to their constant location change and lack of network coverage; the costs of wire-
less connectivity often also induce user-initiated disconnection; and even the highly
reliable WAN and LAN connectivity is unavailable 1.5% to 3.3% of the time [24].

For this reason, highly distributed and mobile systems are challenged by the prob-
lem of disconnected operation [22], where the system must continue functioning in the
temporary absence of the network. This presents a major challenge for software sys-
tems that are highly dependent on network connectivity because each local subsystem
is usually dependent on the availability of non-local resources. Lack of access to a
remote resource can make a particular subsystem, or even the entire system unusable.

A software system’s availability is commonly defined as the degree to which a sys-
tem is operational and accessible when required for use [7]. In the context of highly
distributed, mobile environments, where the most common cause of (partial) system
inaccessibility is network failure [23], we quantify availability as the ratio of the num-
ber of successfully completed inter-component interactions in the system to the total
number of attempted interactions over a period of time.



In this context, a key observation is that the distribution of software components
onto hardware nodes (i.e., a system’s software deployment architecture, illustrated in
Figure 1.) greatly influences the system’s availability in the face of connectivity losses.
For example, in such cases it is desirable to collocate components that interact fre-
quently. However, the parameters that influence the optimal distribution of a system
(e.g., the reliability of network links) may not be known before the system’s deploy-
ment. For this reason, the (initial) software deployment architecture may be ill-suited
for the given target hardware environment. This means that a redeployment of the soft-
ware system may be necessary to improve its availability.

There are several existing techniques that can support
various subtasks of redeployment, such as monitor-
ing [4] to assess hardware and software properties of
interest, component migration [3] to facilitate rede-
ployment, and dynamic system manipulation [21] to
effect the redeployment once the components are
migrated to the appropriate hosts. However, the criti-
cal difficulty in achieving this task lies in the fact that
determining a software system’s deployment that will
maximize its availability (i.e., the optimal deploy-
Figure 1. A sample deployment Ment) is an exponentially complex problem: in the
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while solid lines represent nize this (e.g., I5 [1]) still assume that all system
interacting components. parameters are known beforehand and that infinite
time is available to calculate the optimal deployment.
Other approaches, such as Coign [6], restrict their solution to two hosts and client-
server architectures, thus decreasing the algorithm’s complexity, but also the resulting
solution’s usefulness.

For most practical cases finding the optimal deployment is infeasible: it requires an
exponentially-complex “exact” algorithm. This paper presents an approximative algo-
rithm, Avala, for increasing a system’s availability by estimating the system’s rede-
ployment architecture in polynomial time. We provide a detailed assessment of Avala’s
performance. Since for large systems the optimal redeployment cannot be calculated in
a reasonable amount of time, we compare the availability achieved via our solution to
the availability of a system’s “most likely” deployment. We present two additional
algorithms that we have developed to obtain the availability of the most likely deploy-
ment. Finally, in addition to significantly improving the overall system availability, we
show that Avala, in general, also reduces the overall interaction latency in the system.

The Avala algorithm is part of an integrated solution to increasing a system’s avail-
ability [13,17,12], which enables the three key redeployment tasks: (1) monitoring the
system to gather the data that influences its availability; (2) estimating the redeploy-
ment architecture; and (3) effecting that architecture.

The remainder of the paper is organized as follows. Section 2 defines the problem
our work is addressing and discusses a set of assumptions in our approach. Section 3
presents an overview of the related work and of our overall redeployment approach.
Section 4 describes the exact algorithm and discusses its complexity. Section 5




describes the Avala algorithm for the exponentially complex redeployment problem.
Section 6 presents our approach for evaluating Avala, the results of its assessment, and
our tool support. Section 7 discusses the characteristics as well as current limitations of
the Avala algorithm. The paper concludes with a discussion of future work.

2 The Redeployment Problem

The distribution of software components onto hardware nodes (i.e., a system’s soft-
ware deployment architecture) greatly influences the system’s availability in the face of
connectivity losses. For example, components located on the same host will be able to
communicate regardless of the network’s status, which is not the case with components
distributed across different hosts. However, the reliability of connectivity (i.e., the rate
of failure) among the “target” hardware nodes on which the system is deployed is usu-
ally not known before the deployment. The frequencies of interaction among software
components may also be unknown. Hence, the initial software deployment architecture
may be ill-suited for the given target hardware environment. This means that a rede-
ployment of the software system may be necessary to improve its availability.

The critical difficulty in achieving this task lies in the fact that determining a soft-
ware system’s deployment architecture that will maximize its availability (referred to
as optimal deployment architecture) is an exponentially complex problem.

2.1 Problem Definition

In addition to the characteristics of hardware connectivity and software interaction,
there are other constraints on a system’s redeployment, including: (1) the available
memory on each host; (2) the required memory for each software component; and (3)
possible restrictions on component locations (e.g., two CPU-intensive components
may not be allowed to reside on the same host).

Figure 2. shows a formal model that captures the system properties and constraints,
and a formal definition of the problem. The mem,,,,, function captures the required

memory for each component. The frequency of interaction between any pair of compo-
nents is captured via the freq relation. Each host’s available memory is captured via the
memy,,; function. The reliability of the link between any pair of hosts is captured via

the rel relation. Using the /oc relation, deployment of any component can be restricted
to a subset of hosts, thus denoting a set of allowed hosts for that component. Using the
colloc relation constraints on collocation of components can be specified.

The definition of the problem contains the criterion function 4, which formally
describes a system’s availability as the ratio of the number of successfully completed
interactions in the system to the total number of attempted interactions. Function frep-
resents the exponential number of the system’s candidate deployments. To be consid-
ered valid, each candidate deployment must satisfy the three conditions. The first
condition in the definition states that the sum of memories of the components that are
deployed onto a given host may not exceed the available memory on that host. The sec-
ond condition states that a component may only be deployed onto a host that belongs to
a set of allowed hosts for that component, specified via the /oc relation. Finally, the
third condition states that two components must be deployed onto the same host (or on
different hosts) if required by the colloc relation.



2.2 Assumptions

The problem defined in Section 2.1 is an instance of the more general redeployment
problem, described in [16]. In this paper, we consider a subset of all possible con-
straints, and a specific criterion function, which is to maximize the system’s availabil-
ity. Through the /oc and colloc functions, one can include other constraints (e.g.,
security, CPU, bandwidth), not directly captured in our problem description. However,
if multiple resources, such as bandwidth and CPU, are as restrictive as memory in a
given system, then capturing them only via the /oc and colloc functions will not be suf-
ficient. In [16] we describe how such cases could be addressed, by introducing addi-
tional system parameters into the model and introducing additional constraints that a
valid deployment should satisfy. For example, for systems where the network band-
width and volume of exchanged data severely restrict the number of possible deploy-
ments, the formal problem statement would need to include two additional constraint
relations and an additional condition: (1) relation evt_size to capture the average size of
data exchanged between a pair of components; (2) relation bw to capture the bandwidth

Model
Given:
(1) aset C of n components (n=|c|), a relation freq:CxC —%, and a function mem,,,,,:C >R
0 if ¢, =c,
Jreq(eise;) = frequency of communication between ¢, and ¢, if ¢, #c,

mem,,, (c)= required memory for ¢
(2) a set H of k hardware nodes (& =|H|), a relation re/: H x H — %, and a function mem,,, :H >®
Loif h=h,
rel(h;,h;)=10 if h, is not connected to h;
reliability of the link between h, and h; if h #h;

mem,, ,(h) = available memory on host h

(3) Two relations that restrict locations of software components loc:CxH — {0,1} colloc: CxC — {-1,0,1}
1 if ¢, can be deployed onto h;
loc(e, b)) =1
/ 0 if' ¢; cannot be deployed onto h,

=1 if ¢, cannot be on the same host as c,

colloc(c;,c,;) = 1 if ¢, has to be on the same host as c;
0 if there are no restrictions on collocation of ¢, and c;
Definition

Problem:
Find a function f:C — H such that the system’s overall availability 4 defined as

n_n
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2D freqle,sc))

i=l j=1
is maximized, and the following three conditions are satisfied:

(1) Vie [1,k]{Vj elLn] flc,)=h Zmemwmp(c] )) < mem,,, (h, )}

(2) Vje[l,n] loc(c;, f(c;)) =1
(3) Vkell,n] Vie[ln] (colloc(c,,c;)=1)= (f(c,)= f(c)))
(colloc(c,,c;) ==1) = (f(c,) # f(c,))

In the most general case, the number of possible functions fis k" . However, note that some of these
deployments may not satisfy one or more of the above three conditions.

Figure 2. Formal statement of the problem.



between a pair of hosts; and (3) the following condition:
(Vie[Lk] Vjeli+lk])
(Vlell,n] VYme[l+1,n])

where f(c,)=h A f(c,)=h, where  data_vol(c,,c,) = freq(c,,c,)*evt _size(c,,c,)

Zdata _vol(¢;,c,) < effective _bw(h;, h,) and effective _bw(h,,h,)=rel(h.,h,)*bw(h,,h,)

Im

This condition states that, for each network link between a pair of hosts, the total
volume of data exchanged across that link does not exceed the link’s effective band-
width. The algorithm presented in this paper would need to be altered to ensure the sat-
isfaction of this condition.

Our definition of availability considers all inter-component interactions equally
important. For systems in which this may not be the case, the same model and algo-
rithm can still be used: the freq relation can be changed to correspond to the product of
interaction frequency and importance of data, and the remainder of the model and
problem definition would remain unchanged.

The problem presented in Section 2.1 is also based on the assumption that system
parameters are stable over a given period of time 7, during which we want to improve

the system’s availabili‘[y.1 It also relies on the assumption that the time required to per-
form the system’s redeployment is negligible with respect to 7. Otherwise, the system’s
parameters would be changing too frequently and the system would undergo continu-
ous redeployments to improve the availability for parameters that change either before
or shortly after the redeployment is completed.We believe this to be a reasonable
assumption, which is reflective of a number of existing systems (e.g., see [20]).

Finally, our approach relies on the assumption that the given system’s deployment
architecture is accessible from some central location. We realize that this assumption
may not be justified in a class of software systems that are decentralized, and have
developed a decentralized solution that is complementary to this work [11]. However,
in a centralized system, the algorithm can leverage the availability of global knowledge
about system parameters on a central host to run more efficiently than a decentralized
algorithm (in terms of required computational and communicational resources). There-
fore, when dealing with a centralized system, it is preferable to use a centralized solu-
tion instead of a more generally applicable decentralized solution.

3 Background and Related Work

In this section we present a brief overview of disconnected operation approaches,
and provide an in-depth look at three approaches that have specifically focused on the
system redeployment problem. Additionally, to provide the context for Avala, we
present an overview of our overall approach.

3.1 Disconnected Operation

We have performed an extensive survey of existing disconnected operation
approaches, and provided a framework for their classification and comparison [18].
The most commonly used techniques for supporting disconnected operation are cach-
ing [9], hoarding [10], queueing remote interactions [6], and multi-modal components

1. We do not require that system parameters be constant during 7, but assume that each parameter can
be approximated with its average over 7, with an error no greater than a given threshold € [14,17].



[22]. None of these techniques changes the system’s deployment architecture. Instead,
they strive to improve the system’s availability by sacrificing either correctness (in the
case of replication) or service delivery time (queueing), or by requiring implementa-
tion-level changes to the existing application’s code [22].

3.2 Redeployment

I5 [1] proposes the use of the binary integer programming model for generating an
optimal deployment of a software application over a given network. I5 is applicable
only to systems with very small numbers of software components and target hosts, and
to systems whose characteristics, such as frequencies of component interactions, are
known at design time and are stable throughout the system’s execution.

Coign [6] provides a framework for distributed partitioning of COM applications
across the network. Coign employs the lift-to-front minimum-cut graph cutting algo-
rithm to choose a deployment architecture that will result in minimal overall communi-
cation time. However, Coign can only handle situations with two-host, client-server
applications. Coign recognizes that the problem of distributing an application across
three or more hosts is NP hard and does not provide solutions for such cases.

Kichkaylo et al. [8], provide a model, called component placement problem (CPP),
for describing a distributed system in terms of network and application properties and
constraints, and an Al planning algorithm, called Sekitei, for solving the CPP model.
CPP does not provide facilities for specifying the goal, i.e., a criterion function that
should be maximized or minimized. Therefore, Sekitei only searches for any valid
deployment that satisfies the specified constraints, without considering the quality of a
found deployment.

3.3  Our Overall Approach

The Avala algorithm described in this paper is part of an integrated solution for
increasing the availability of a distributed system during disconnection [14,15,17,12],
without the shortcomings of the existing approaches. For instance, unlike [22] our
approach does not require any recoding of the system’s existing functionality or human
intervention; unlike [9] it does not sacrifice the correctness of computations; in com-
parison to [6] it minimizes service delivery delays; finally, unlike any of the existing
redeployment approaches, our approach scales to very large systems with arbitrary
topologies. We directly leverage a software system’s architecture in accomplishing this
task. We support runtime redeployment to increase the software system’s availability
by (1) monitoring the system, (2) estimating its redeployment architecture, and (3)
effecting the estimated redeployment architecture. We provide lightweight facilities for
runtime monitoring [17,12] to extract the system’s model (recall Figure 2.). The moni-
toring information is then used by Avala to estimate the improved deployment archi-
tecture. Finally, we provide a set of automated deployment facilities [15,12] to effect
the estimated architecture.

4 Exact Algorithm

One can ensure that she will find a system’s optimal deployment by trying all possi-
ble deployments of components onto hosts. The selected deployment is the one that has
the maximum availability (referred to as exact maximum) and that satisfies the con-
straints posed by memory and restrictions on the locations of software components.
This “exact” algorithm guarantees at least one optimal deployment. The complexity of



this algorithm in the general case (i.e., with no restrictions on component locations) is

O(K"), where k is the number of hardware hosts, and 7 the number of software compo-
nents. By fixing a subset of m components to selected hosts, the complexity of the

exact algorithm reduces to O(kK"™). Even with this reduction, this algorithm may be
computationally too expensive unless the number of hardware nodes and unfixed soft-
ware components is very small. For example, even for a relatively small deployment
architecture (15 components, 4 hosts), a Java JDK 1.4 implementation of the exact
algorithm runs for more than eight hours on a mid-range PC.

S5 The Avala Algorithm

Given the complexity of the exact algorithm, we had to devise an approximative
algorithm that would significantly reduce this complexity while exhibiting good per-
formance. In this section, we describe and assess the performance of Avala, an approx-
imative algorithm with polynomial time complexity. Avala leverages a greedy
approach [2].

Pseudo-code of Avala is provided in Figure 3. Avala incrementally assigns software
components to the hardware hosts. At each step of the algorithm, the goal is to select
the assignment that will maximally contribute to the availability function. This is
achieved by selecting the “best” host and “best” software component at each step.

Avala starts by ranking all hardware nodes and software components. The initial
ranking of hardware nodes is done by calculating initHostRank for each hardware node
i, as follows: k
initHostRank, = a* z rel(h;,h;)+b*mem,,, (h,)

=1
where @ and b are calibration factors that denote the respective contributions of link
reliability and memory to the selection of the “best” host. In Section 6 we discuss how
varying a and b influences the algorithm’s performance.

The ranking of software components is done by calculating initCompRank for each

component i, as follows: e

initCompRank,; = d * ;ﬁ‘eq(c,,c/) +w
where d and e denote the respective contributions of event frequency and memory to
the selection of the “best” component. In Section 6 we also discuss how varying d and
e influences the algorithm’s performance.

After the initial ranking is performed, the host with the highest value of initHos-
tRank is selected as the current host 4. A component with the highest value of initCom-
pRank that satisfies the mem and loc constraints (conditions 1 and 2 in Figure 2.) is
selected and assigned to /. The next software component(s) to be assigned to /4 are the
ones with smallest required memory whose placement on 4 would maximally contrib-
ute to the availability function, i.e., the components with the highest volumes of inter-
action with the component(s) already assigned (mapped) to 4. The selection is
performed by calculating the value of compRank for each unassigned component as
follows: numOfMappedComps e

compRank(c,,h)=d* Z(freq(q ,mC(j))* rel(h,f(mC(j))))+
= mem,,,, (c;)
where mC(j) is shorthand for mappedComponents(j). The selected component is the
one with the highest value of compRank that satisfies memory, loc, and colloc con-
straints with respect to the current host # and components already assigned. This pro-

cess repeats until / is full (i.e., there is no component small enough to fit on 4).



numOfMappedHosts
hostRank(h;) = a* Zrel(h‘. ,mappedHost(j))+b*mem,,,(h,)
j=1

The next host to be selected is the one with the highest memory capacity and highest
link quality (i.e., highest value of hostRank) with the host(s) already selected:

The process of selecting software components repeats, until all the components
have been assigned to a host.

The complexity of the Avala algorithm in the most general case (i.e., when the num-
ber of components fixed to a single host is zero, and there are more components than
hosts) is O(n3 ), derived as follows:

O(Avala_algorithm) = O((n-1) * (O(next_comp) + O(next_host))) =
O((n-1) * (n * O(compRank) + k * O(hostRank)) = O((n-1) * (n * n + k * k)) =
O +n *k?) = 0(d), if n>k

Note that if there are few or no constraints on component location, and total avail-
able memory on hosts is significantly above the total required memory by the compo-
nents, some of the hosts will get filled to their capacity, while others may contain few
components or even be empty. The uneven distribution of components among hosts
results in higher overall availability of the system since it utilizes the maximum reli-
ability for interactions between components residing on the same host. However, it
may also result in undesirable effects on the system, such as overloading the CPUs on
hosts with large numbers of components, or overloading the used subset of network
links. The Avala algorithm currently addresses this concern only via the /oc and colloc
constraints (e.g., by assigning a Ul component to each host). However, as described in
Section 2.2, both the problem statement and the algorithm could be modified to take
other criteria (e.g., CPU, bandwidth) into consideration.

The contributions of Avala are two fold. By separating the component and host
selection process from the remaining algorithm’s logic, we can easily extend the algo-
rithm to include other system parameters and constraints. Secondly, by parameterizing
the selection process for components and hosts along two separate dimensions (mem-
ory and frequency in the case of components, and memory and reliability in the case of
hosts) the algorithm can automatically adapt to variations in input parameters.

6 Evaluation

Due to the exponential nature of the deployment problem, evaluating Avala’s results
against the exact solution is only feasible for very small systems (e.g., less than 15
components and 4 hosts). In these cases, the exact algorithm can also produce the aver-
age availability of all the deployments (referred to as exact average), thus providing an
additional criterion for evaluation. However, we still need to assess how well the Avala
algorithm performs for systems with (much) larger numbers of components and hosts.
To that end, we use two additional algorithms discussed below.

6.1 Evaluation Criteria

We have developed a stochastic algorithm (called unbiased stochastic algorithm)
that randomly selects a subset of all possible deployments, and uses the availabilities of
these deployments to estimate the average availability of a given system. The obtained
average availability corresponds to the system’s “most likely” availability. The unbi-
ased stochastic algorithm generates different deployments by randomly assigning each
component to a single host from the set of available hosts for that component. If the



randomly generated deployment satisfies all the constraints, the availability of the pro-
duced deployment architecture is calculated. This process repeats a given number of
times, and the average availability (referred to as unbiased average) and maximum
availability (referred to as unbiased maximum) are calculated. The complexity of cal-
culating the availability for each valid deployment is quadratic (recall Figure 2.),

resulting in the same complexity of the overall unbiased stochastic algorithm (O(n2 ).

In addition to this
algorithm, for the sake of
completeness we also
compare Avala’s results
against another stochas-
tic algorithm (called
biased stochastic algo-
rithm) that we have
developed and assessed
previously [14]. The
biased stochastic algo-
rithm randomly orders
the hosts and randomly
orders the components.
Then, going in order, it
assigns as many compo-
nents to a given host as
can fit on that host (due
to memory constraints),
also ensuring that the /oc
and colloc constraints are
satisfied. Once the host is
full, the algorithm pro-
ceeds with the same pro-
cess for the next host in
the ordered list of hosts,
and the remaining unas-
signed components in the
ordered list of compo-
nents, until all compo-
nents have been
deployed. This process
repeats a given number
of times, and the average
availability (referred to

next _host (unmappedHosts)
bestHostRank € 0
bestHostIndex € -1
for idx to unmappedHosts.length
thisHostRank € hostRank(unmappedHosts[idx])
if bestHostRank < thisHostRank
bestHostIndex € idx
bestHostRank € thisHostRank
if bestHostIndex=-1 return NULL
else return unmappedHosts[bestHostIndex]

0o(k?)

next_comp(comps, unmappedComps, currentHost)
bestCompRank € 0
bestCompIndex € -1
mappedComps € comps — unmappedComps
for idx to unmappedComps.length
if (unmappedComps[idx].memory <= currentHost.memory
and unmappedComps[idx] sastisfies loc
and colloc constraints with mappedComps)
thisCompRank € compRank(unmappedComps[idx],
currentHost)
if bestCompRank < thisCompRank
bestCompIndex € idx
bestCompRank € thisCompRank
if bestCompIndex=-1 return NULL
else return unmappedComps[bestCompIndex]

O(n?)

avala_algorithm (hosts, comps)
numOfHosts € hosts.length
numOfComps € comps.length
numOfMappedComps € 0
unmappedComps € comps
h € host with max(initHostRank)
unmappedHosts € hosts — h
numOfMappedHosts € 1
¢ € component with max(initCompRank where loc(c,h)=1)
while (numOfMappedComps < numOfComps
and numOfMappedHosts < numOfHosts and h<>-1)
while (h.memory>c.memory
and numOfMappedComps < numOfComps and c<>-1)
unmappedComps € unmappedComps — ¢
numOfMappedComps € numOfMappedComps + 1
h.memory € h.memory — c.memory
deployment € deployment U (deploy c to h)
¢ € next_comp(comps,unmappedComps,h)
h € next_host(unmappedHosts)
unmappedHosts € hosts — h
numOfMappedHosts € numOfMappedHosts + 1
if numOfMappedComps= numOfComps return deployment
else NO DEPLOYMENT WAS FOUND

o@®?)

Figure 3. Pseudo-code of the Avala algorithm (left)
and its complexity (right).

as biased average) and maximum availability (referred to as biased maximum) are cal-
culated. The complexity of this algorithm is also polynomial, since we need to calcu-

late the availability for every deployment, and that takes 0(n2 ) time.

6.2

Testing Environment

To assess Avala’s performance, we have leveraged DeSi [15], a visual deployment



environment that supports specification, manipulation, visualization, and (re)estima-
tion of deployment architectures for large-scale, highly distributed systems. DeSi pro-
vides users with a graphical front-end to input values for numbers of hosts and
software components as well as the ranges for available memory on the hosts, required
memory for the components, frequency of interaction between components, and reli-
ability of connectivity between hosts. DeSi uses this information to randomly generate
a redeployment problem by fixing all hardware and software parameters needed as
inputs to the algorithms. DeSi provides the ability to invoke different redeployment
algorithms and display their results. Finally, the algorithms can be benchmarked a
given number of times: DeSi iteratively generates different redeployment problems a
specified number of times using the same set of ranges for input data, invokes each one
of the algorithms for each problem, and calculates the average results.

DeSi provides a number of additional facilities for visualizing and graphically
manipulating a system’s deployment architecture, as well as several host- and compo-
nent-specific views. A discussion of these facilities is outside the scope of this paper,
however, and can be found in [15].

6.3

We have assessed the performance of the Avala algorithm by comparing it against
the exact algorithm and the two stochastic algorithms for systems with small numbers
of components and hosts (i.e., less than 13 components, and less than 5 hosts).

In large numbers of ran- Table 1: Comparing the performance of Avala for

domly generated redeploy- different architectures with 10 components and 4 hosts.
ment problems, the Avala

Evaluation Results

225225 gacgzs|age
. . . 0.2 0.2 0.2 0.2 (2}
algorithm invariably found a § % § % § 2% § 2% § 22
solution that was at least oY¥E oY 2 o2 o2 |5 e
90% of the optimal (i.e., the 3
exact maximum). In Table 1, [Unbiased maximum | 0.790 [ 0.732 0.636 | 0.763 | 0.932 [ 0.742
we present results of 5 differ- [Unbiased average 0.560| 0.558] 0.605| 0.516 | 0.587| 0.585
ent redeployment problems, [Biased maximum 0.627| 0.701| 0.615| 0.679 | 0.745 | 0.738
as well as the average results [Biased average 0.572| 0.551| 0.606 | 0.544 | 0.633 || 0.626
for 30 different randomly [Exactmaximum 0.895 | 0.800 | 0.733 | 0.985 | 0.983 || 0.820
generated problems (using [Exactaverage 0.558 | 0.555 | 0.628 | 0.573 | 0.580 || 0.585
the DeSi’s benchmark option  [Zvara 0.854] 0.792| 0.673| 0.984| 0.962 | 0.788
and shown in the right-most prmeovementover T 530 T 227 T 72 T 0TS oS0 [ 327
column).!  The average [theexactaverage®
improvement of availabilit % improvement over | 525 | 419 [ 11.2 | 90.6 | 65.5 34.7
p y the unbiased averageb
by Avala over the exact aver- [o. orine exact 954 | 99 | 918 [ 99.9 | 979 || 961
age was 34.7%.

For larger problems,
where the exact algorithm is
infeasible, we have com-

a. calculated as 100% * (Avala — exact average) / exact average
b. calculated as 100% * (Avala — unbiased average) / unbiased average
c. calculated as 100% * Avala / exact maximum

pared the results of Avala against the results of the stochastic algorithms. In [19], we
demonstrated that increasing the number of iterations beyond 10,000 does not signifi-
cantly change the average availability of the two stochastic algorithms. Thus, the sto-
chastic algorithms were executed with 10,000 iterations for larger deployment

1. The highlighted columns in Tables 1 and 2 will be discussed further in Section 7.



problems.

Table 2 illustrates the results of 6 different benchmarks where the number of com-
ponents was varied between 30 and 1000 and number of hosts between 7 and 100. The
average relative improvement of availability produced by Avala was 33.9% over the
unbiased average, 30% over the unbiased maximum, 28% over the biased average, and
11% over the biased maximum. Avala also produced its results quickly. For illustration,
it took 38 seconds to solve the largest problem (100 hosts and 1000 components) on a

mid-range PC; by comparison, the exact algorithm would require over 101984 years to
determine the optimal deployment. Solving the same problem on a high-end computer
(2.8GHz Pentium 4) reduces Avala’s running time over 10-fold.

The following observa- Table 2: Comparing the performance of the Avala
tions have further increased algorithm for larger deployment problems.
our confidence that Avala is PR . - - PPEETTE T
finding nearly-optimal solu- %g% %g% gg% gg% gg% ggé
tions for large systems: (1) SCEABIEN °© S 2 PSR gc ggg
for small systems (Table 1) = IR TEc | (8 g
the unbiased average Was [Gnbiased maximum | 0.580 | 0.562 | 0.503 | 0.534 | 0.602 || 0.520
always very close o the 5 based average 0.5210.535 [ 0.502 | 0.527 | 0.512 || 0.508
exact average, denoting that [— :
the unbiased average pre- Biased maximum 0.696 | 0.691 | 0.527 | 0.590 | 0.828 || 0.610
cisely calculates the most |Biased average 0.574 | 0.564 | 0.506 | 0.539 | 0.610 || 0.532
likely availability; (2) the |Avala 0.787| .780| 0.576 | 0.704 | 0.906 || 0.680
average improvement over | % improvement over 51.1| 31.2| 14.7| 336 77.0| 339
the wunbiased average for |theunbiasedaverage®

both small and 1arge SyStemS a. calculated as 100% * (Avala — unbiased average) / unbiased average

was quite similar (e.g., note

the rightmost, i.e., benchmark columns of Tables 1 and 2); and (3) Avala’s results for
small systems were at least 90% of the optimal.

6.4 Calibrating the Avala Algorithm

As described in Section 5, Avala can be fine-tuned by assigning different values to
the calibration factors a, b, d, and e. These factors denote the level of contribution of
different parameters (link reliability, frequency of interaction, and memory of hosts and
components) to the selection of the “best” host or “best” component. There are at least
three different possibilities for selecting these factors: (1) predefined, constant values;
(2) values selected and varied by a human user; or (3) automatically calculated values.
We have implemented a generation facility for these factors that has been demonstrated
experimentally to be quite effective. We have observed that, with the increase of the
ratio of average host memory to average component memory, better results are
obtained if more emphasis is placed on memory factors (i.e., increasing b and e) than
on frequency and reliability factors (i.e., decreasing a and d). Experimentally we have
obtained the best results for systems where the number of hosts is smaller than the
number of components (i.e., k<n), calculating the calibration factors as:

b =e = 0.1 * (average host memory * k) / (average comp memory *n) and a=d=1-b

The benchmarks shown in Tables 1 and 2 are obtained using the above formulas for
the calibration factors. Table 3 shows the benchmark data for the calibration factors
using four different, randomly generated systems with varying numbers of components
and hosts, and varying ranges for host and component memory. The “Auto” value cor-



responds to the factors calculated using the above formula, while the remaining rows of
the table correspond to manually assigned factors. The resulting availability of auto-
matically generated factors was within 1% of the best availability obtained with any
other combination of factors.

7 Discussion Table 3: Comparing the performance of
Avala for different values of calibration
Here we discuss the characteristics as  factors, including their automatic generation.
well as current limitations of the Avala

823N 828 823 B2RT
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a}gonthm, and suggest pgss:1b1§ direc g § gg % g 58 1 % %2 % % gg % %

tions for addressing these limitations. 85 |83 (g2t = EE 5 2 S0 Cne o
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For certain distributed systems, avail- |2 > s 25 s3 &3
ability may not be the only, or the most 0.9 01 0739 [ 0750 | 075 | o0ss

crucial property. In fact, networked sys-
tems have traditionally focused on mini-
mizing communication latencies as a key
goal. Latency is commonly defined as | 96 | 04 | 0737 | 0.757 | 0772 | 0.856
the time taken to deliver a data packet | 05 05 | 0732 | 0738 | 0.74 | 0.853
from the source to the receiver [5]. | 04 06 | 0722 | 0.728 | 0.734 | 0.837
While mlnlmlzmg latency was not our 0.3 0.7 0.699 0.717 0.706 0.837
primary goal in developing Avala, the
algorithm’s objective does naturally
result in significant reductions of compo-
nent communication latencies. The rea-
son for this is two-fold. First, by
increasing the overall system availability, some interactions that could not be success-
fully completed before now can be, thereby effectively reducing their latency from
infinity to some finite time. Secondly, by employing the strategy of deploying fre-
quently interacting components on the same host whenever possible, the latencies of
those components’ interactions are significantly reduced.

In order to compare the average interaction latency of a system’s initial deployment
to the deployment produced by Avala, we would have to average over all interaction
latencies in the system in both deployments. Since in both cases there may be interac-
tions that do not complete successfully due to network disconnections, those interac-
tion latencies will be infinite, thus preventing us from comparing the average latency of
the two deployments. For this reason, we will assume that network reliability of all
host-to-host links is 1, i.e., that each component interaction successfully completes.

Latency of a single interaction depends on the following parameters: (1) startup
latency, which is the constant communication overhead incurred in sending a zero
length message [5], (2) network bandwidth of a link through which the interaction is
performed, and (3) the size of message exchanged. To calculate the average latency in
a given system, we use the following formula:

0.8 0.2 0.745 | 0.775 | 0.772 0.86
0.7 0.3 0.739 | 0.769 | 0.773 | 0.858

0.2 0.8 0.672 | 0.706 | 0.642 | 0.837
0.1 0.9 0.66 0.701 | 0.622 | 0.832
Auto | Auto | 0.744 | 0.772 | 0.772 | 0.861

n_n

‘ evt _size(c;,c;)
;;[ﬁeq(q,q )* [delay(f(c’,»),f e+ MMMD

avgLatency =

n

'Y freg(er ;)

=1 j=1

where delay represents the startup latency of a given network link between two



hosts.! We assume that the latency of interaction for two components deployed onto
the same host is zero (i.,e., delay (h,h) =0 and bw(h,h)= 0 ).

We have per- '
formed a series of 08
benchmark tests to
quantify the effect of o8
s mRelative
Avala’s results on 04 improvement of
availability @
average component _ _
. . 0.2 m Relative reduction|
interaction latency. of latency b
To that end, we have o , , \ ;
extended our DeSi o2
environment  with
. num comps | 10 100 100 100 100 100
random  generation num hosts| 4 40 40 40 40 100
1 event range (KB)| 0.1-10 0.1-10 0.1-10 0.1-1000 | 1-5 1-5
ij S.tartup later}CIes bw range (KB/s)| 30-1000 30-1000 30-50 0.01-1000| 0.01-1000 | 0.01-1000
within a spe(nfied delay range (ms)| 10-20 10-20 10-20 10-20 10-20 10-20

range, and auto-
mated calculation of
average latencies for Figure 4. The effect of redeployment calculated by Avala on

both a system’s ini- average interaction latency. Each result was obtained by averaging
tial deployment and  Over 20 different, randomly generated redeployment problems.

a. calculated as (Avala_availability — initial availability) /

the deployment cal-
culated by Avala. Figure 4. shows the results of these benchmarks. In most cases, rede-
ployments produced by Avala reduced the average interaction latency by 40% - 80%.
Avala, however, does not guarantee interaction latency reduction. In extreme cases,
where each host’s available memory is limited such that only a very small number of
components can be deployed onto the host, the benefit of co-locating components can-
not be leveraged. This case is illustrated in last column of Figure 4., where each host
could only contain a single component due to memory constraints. Furthermore, since
we are not assuming correlation between network reliability and bandwidth (e.g., a
highly reliable link may have low bandwidth and vice versa), in some cases Avala may
suggest deploying of components between hosts with high reliability and low band-
width links, thus resulting in increased latency. One way to address this situation is to
include bandwidth and event size as selection parameters for the “best” host and “best”
component in Avala. We are currently implementing and evaluating this solution and
its impact on both system availability and interaction latency.

7.2  Including the Constraints on Component Location

The benchmark results from Section 6.3 assess Avala’s performance without using
the loc and colloc constraints. We have also tested Avala with these constraints and
have observed that, by introducing a significant number of constraints, the obtained
availability starts to decrease. This is primarily due to the fact that the loc and colloc
constraints will render invalid some deployments with otherwise high availabilities.
For cases where either the size of the original problem or the reduction in the exact
algorithm’s complexity induced by the loc and colloc constraints enable us to invoke
the exact algorithm, we have observed that the difference between the exact maximum
and the availability produced by Avala actually decreases. The reason for this is that, as

1. Recall Section 2.2 for definitions of evt_size and bw.



the system becomes more constrained in terms of component location and collocation,
the probability that Avala will divert significantly from the exact solution lessens.

7.3  Reducing the Memory Difference

By reducing the total available memory for hosts and/or increasing the total
required memory for components, both the number of valid deployments and the sys-
tem availability decrease. Again, this is due to the fact that a large number of deploy-
ments with otherwise high availabilities become invalid. In Tables 1 and 2 the
highlighted columns are illustrative examples that correspond to these types of situa-
tions. For the system shown in Table 1, the total available memory for hosts was only
6% greater than the total required memory for components, resulting in 980 valid (out
of over 1,000,000 possible) deployments. The relative improvement over the unbiased
average was 11%, which was substantially lower than in other, less memory con-
strained systems. At the same time, the achieved availability was still more than 90%
of the optimal availability. A similar situation can be observed in Table 2, although in
that case the only available comparisons are to the unbiased and biased averages.

If the reduction of the total available memory for hosts and/or increase in the total
required memory for components results in a very small number of valid deployments,
our algorithm does not always find a valid deployment. The reason is that Avala ini-
tially assigns the component with the highest initCompRank to the host with the high-
est initHostRank. If this assignment leads to an invalid solution due to the limited
available memory (e.g., just by assigning that component to that host the remaining
components cannot be assigned), then our algorithm does not find a valid deployment.

One way to address this situation would be to detect cases when it occurs and try a
different initial assignment. The number of different initial assignments is k*n, thus

increasing the algorithm’s complexity to O(k*n4). However, this still does not guaran-
tee that the algorithm would find a valid deployment. We plan to assess this solution
and possibly use additional backtracking techniques to address this limitation of Avala.

8 Conclusions and Future Work

As the distribution, decentralization, and mobility of computing environments grow,
so does the probability that (parts of) those environments will need to operate in the
face of network disconnections. Our research is guided by the observation that, in these
environments, a key determinant of the system’s ability to effectively deal with net-
work disconnections is finding the appropriate deployment architecture. While the
redeployment problem has been identified in the existing literature, its inherent com-
plexity has either been ignored [1], thus making it infeasible for any realistic system, or
highly restricted [6], thus reducing the solution’s usefulness.

This paper has presented Avala, an efficient algorithm for improving a distributed,
component-based system’s availability via redeployment. Avala is part of an integrated
solution to increasing a system’s availability [14,15,17,12]. It has been thoroughly
assessed via a series of benchmarks. In addition to significantly improving system
availability Avala, in general, also reduces the overall interaction latency in the system.
While our experience thus far has been very positive, a number of pertinent questions
remain unexplored. Our future work will span issues such as (1) addressing situations
in which the system constraints highly restrict the solution space, and (2) expanding
our solution to include additional system parameters (e.g., battery power, display size,



system software available on a given host, and so on). These issues represent but a
small subset of related concerns that are emerging in the domain of distributed, mobile
computation and that will increasingly shape the software development of the future.
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